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Abstract

We present the design dfableau MachingTM), an Al-
based, interactive, visual art generator for shdreidg
spaces. TM is an instance of what we call “alieespnce”:

an ambient, non-human, embodied, intelligent agerdm
overhead video in key public spaces, TM interpriéss
environment, including its human audience, and esges

its interpretation by displaying a sequence of ralost
images of its own design. This paper is a caseystudhe
design of an art generator with deep and long-term
connections to its physical and social environment.

Figure 1: A scene from a typical installatiof TM showing the

. large display and several cameras.

Introduction

computer, imbued with Al-based perception, intetgtien,
and artistic output (Romero and Mateas 2005). Thénm
purpose served by an AP system is to create atkmg-
interpretive experience for its audience. In pattc, this
experience should engage human meaning-making
behavior as audience members build theories toritbesc
the AP’s behavior. In this paper we will focus dmet
following functional definition of AP: a non-humaxystem
that expresses its interpretation of its environnuamer the
course of a long-term interaction.

We cannot, with rigor, claim that TM is truly ctae.
However, as a result of both our design and socteteal
limitations, TM addresses several issues that #atiy
arise in machine-creativity discussions: a geneaatétest
framework, a search for novelty and value, and agpion
of a conceptual space.

Our main contribution is a complete, non-trivial,
generative art system, an alien artist in the howlach
intentionally produces complex images in direct,
meaningful response to the system’s observations of
human audience. Our second contribution is a metbod
gaining expressive control over the output of desig
grammars by using image analysis.

Tableau Maching(TM) is an interactive, generative art
installation designed for deployment in shared nlivi
spaces such a homes or offices (Romero, Pousman, an
Mateas 2007). Figure 1 shows a scene from a typical
installation. The system has a bright, color digpla
mounted in a prominent area that displays a smgothl
fading sequence of abstract, visual compositiorgle(s
inspired by the Russian Constructivists). The digpl
together with an attached printer, conveys an esgioa of

the system’s interpretation of the living spacedatected

by its sensors. TM includes several video camem@snted
throughout the living space acting as very preciggion
detectors. Finally, connecting the physical compdme
together, a standard PC runs our software comitplihe
complex and adaptive mappings from motion data to
displayed compositions. The system is complete fzamel
been installed in homes where it shares the lieipgce
with a human audience for approximately six weeks.

At the software level, TM uses basic image praocess
and a semantically-motivated data abstraction tigciento
reason about its environment. Next, TM creates alisu
outputs using a set of design grammars. The fimalges
are selected on the basis of visual propertiesritest by
abstract shape-generation rules in the grammaveetsas
emergent visual properties detected by a pixeltlawage Related Work
analysis.

TM was designed as an alien presence (AP). AnsA® i  TM is an interdisciplinary work; in this section wweill
non-anthropomorphic social entity embodied by a focus on the specific connection between TM anchtieas
of generative art systems and the evaluation ofhmac
creativity.

Copyright © 2008, Association for the AdvancemeiAdificial
Intelligence (www.aaai.org). All rights reserved.



Generative Art of its outputs and thus cannot use them for thestfas
new generation.

Many creative processes can be seen as harnessing
source of randomness for use in a deterministicges
TM makes use of software-generated random numipers i
several ways; however its nondeterministieal-world
inputs play a far more important role in its beloawvi

Finally, internal reflection, metacognition, oirtking at
the meta-level about the process being executed is
sometimes considered a necessary condition fotigitga
(Buchanan 2001). Buchanan argues that, so famptseat
building creative computer programs fall short of
achieving their goal because “(1) they do not aadate
experience [regarding their own internal processasyl,
thus, cannot reason about it; (2) they work witfiked
frameworks, including fixed assumptions, methodsd a
criteria of success; and (3) lack the means tosfean
concepts and method from one program to anothevl” T
fares no better than other programs along this niéioe of
analysis.

AARON is a prominent generative art system devealope
by Harold Cohen (1995). AARON uses a large databése
painting rules to generate images of people andtgla
AARON uses no human input (other than Cohen’s palbi
programming) and has a unique style of its own.
Interestingly, despite being billed as one of thestb
examples of creative generative art systems, C(h@®0)
himself refuses to attribute creativity to the syst

In contrast to AARON, the generative art systenvAiE
(Neuro Evolutionary Art) (Machado and Cardoso 1997)
does not have a fixed procedure for generating @wag
Instead it uses genetic search to evolve smallrprmg
composed of a tree of low-level mathematical openat
that produce abstract output images, often hamgssi
human feedback on sample outputs to tune an éatific
neural network that guides the evolutionary process
NEVAr’'s authors refer to the system as a constcuatéist
with an internal, adaptive sense of visual aesthetiue.

There are numerous generative art systems b thes
give sufficient comparative context to TM. Like AR,
TM uses pre-programmed rule sets for producingutput Goals
where the specific rules do not represent a gertbeairy
for machine creativity. Like NEVAr, TM’s outputseavery As TM was originally motivated by research in exgsige
abstract in nature and are not purely the resudt indom Al (Mateas 2001), human-computer interaction, and
number generator, but instead are the result of generative art, we have several goals for TM.
programmatic reasoning, by the system, about thel-pi First, the system should be an unfamiliar presemitie
level appearance of images with respect to a moflel  non-anthropomorphic agenthood. Non-anthropomorphic
perception. Unlike other generative art systems,’'sTM systems are not expected to “understand” the
design, as a complete agent sensing the world, idiosyncrasies of human behavior, but may be exuetd
encompasses more than image generation. Furthgrmore“understand” much more general physical or statsti

human interactions with the system take place onuah patterns. The design flexibility that a non-anthomrphic

longer time scale than other generative art systems system affords its designers is of interest in egpive Al.
Next, the system should form an interpretationitef

Machine Creativity environment (specifically the human audience), and

express this interpretation via its visible outpithat is, the
system should be a participating occupant of thandi
space to the level that its physical design allollse way
in which the system affords building explanationsrfect
or not) of the system’s behavior is relevant to haom
computer interaction.

Finally, the system’s output should be Vvisually
interesting, both in the sense that it has aesthatue and
is relevant to the situation in which the outpuses. The
generative art concern here is with the size arsd ed
exploration of the generative space of outputs el as
the ability for the system’s authors to expressivehape
the space.

In the interest of brevity, we only touch on songhHevel
issues in machine creativity. In “Evaluating Maahin
Creativity”, Pease et al. (2001) assert that wthikre is no
clear agreement on what it means for somethingeo b
creative, repeated concerns in the literature defen
creativity space (supporting questions of the féWkthere
doesx lie in creativity space?”). A central idea is that
novelty and value are necessary conditions foatiigy.

The presence or amount of novelty and value can be
measured from a variety of perspectives by sevaedns.
The most common method discussed for procedurally
defining novelty and value involve a generate-ast-t
process. Ideally, the generation phase synthesipes|
artifacts and the testing process selects onlyetlawsfacts
that are valuable, resulting in creative outputsing these Tableau Machine as an Agent
outputs as inputs for another round of generatetasidis

commonly called the *“central loop of creativity” dn The design of TM is driven by an intelligent agent
illustrates the requirement that something is abvay perspective. Agents are embodied systems consisting

produced in a creative process (though it may Istradt). clearly defined input and output interfaces conagdty a
TM uses a generate-and-test process, and is dds@me  mapping called the agent function.
that its outputs might be perceived as novel aridavde. TM has several low-level inputs (percepts, meahs o

However, organized as a pipeline, TM never consuangs  sensing). The system is aware of the time of dalvea



sequence of video frames showing wide-angle, oeethe
views of several locations in the living space, aad
human-designed map of the physical space in wiieh t
system resides.

Next, TM's low-level outputs (effectors, means of
taking action) are focused on the display. The tgen
function formally outputs a specific image alongthwa
delay time (before selecting a new image), effetyiv
forming an infinite animation.

Finally, the agent function is structured in terofsthe
AP-dictated interpretation and expression pipeline.
Interpretation can be though of as a lossy comjmess
process, a many-to-few mapping of the space ahplits,
to a smaller space of models that loosely explaninput.
Alternatively, interpretation can be thought of as
abstraction process, describing properties of mmitile
forgetting their concrete details. Expression carhought
of as partial expansion process, a few-to-many ringpp
between models and detailed output data. Similargycan
think of expression as a de-abstraction or groundin

semantic activity zone (SAZ) graph because zones ar
selected to represent spaces that, if actively medy
might imply that a person was performing some
distinguishable activity. Seats on a couch in tiwng
room or the space in front of the dishwasher asgtes
of such SAZs. We do not tell the system what ea8H S
“means”; SAZs only provide image-space distinctions
Each node in the SAZ graph defines a region ircttmera
views, while weighted edges describe the conneggtamd
distance between SAZs (“distance” is a measureood h
easy it is for a human to move from one SAZ to hent
We further abstract the activity of individual S&Zo
proxy measures called energy, density, and flowRED
Informally, energy is the sum of motion over zones,
density is the distance between zones with mothwow(
“spread out” activity is around the living spacaid flow
is the exchange of energy between adjacent zores. T
complete definition of EDF is covered in previous
publications describing TM (Romero, Pousman, and
Mateas 2007). We associate EDF with specific séts o

process that makes concrete artifacts from general SAZs called regions (such as: kitchen, living, diniand

requirements. In this way, a particular model may b
expressed in a variety of ways. In the followingtgms
we will describe in detail the interpretation angmssion
processes in TM.

Interpretation

Focusing on the interpretation process in TM, wdl wi
describe how the formal inputs to the system ggbped
down to models. Our goal in interpretation is rosimply
squeeze bits out of the input stream, however. @éigded
the system to build representations of its inpugimvay
that supports the kind of stories the audience trilgrent
about how the system behaves. This constraingteesof
interpretation processes to those that produce Indhdat
are simple enough for the system to meaningfullyress.
Figure 2 gives a preview of how our three-level eloaf
the environment is assembled via interpretation.

[video zone activit)}—>| cluste
SAZ grap 3 clustery—{5 casel+{L2]
[time of da—— N high-dimensiond|
cluster
INPUT MODEL

Figure 2: Building an interpreted model.

Semantic Activity Zones and EDF

The video frames streaming into the system from
cameras provide far more detail than we intendatien to
understand. We turn video frames into a measusvaaet
to the living space by exploiting an author-proddmap
that tells the system which areas of each imageespond
to distinct zones of the living space. We call tiiap the

the

transit areas). Additionally, we compute “globalDE
over the complete SAZ graph. With EDF values agsgign
to each region, we have a complete set of proxysarea
for human activity in the living space in termsasf alien
thought process.

Clustering

The continuous space of values for EDF in different
regions is still too complex a model to be exprdsaerM.
Furthermore, individual EDF values cannot repre seamg-
term patterns in time — the very kind of patterreswould
like the system to detect in order to support Iterga
interaction with the audience! Accordingly, we mty
continuous EDF space into a small space of discrete
models using an online, sok;means clustering process.
Because the location of cluster centers is updated time

as the cameras observe more activity, they areaiéun of
the entire history of the system and can begindaress
long-term patterns.

To support a range from simple to complex behaviw
clustering process operates in several differenysywa
resulting in different measures which we organino i
levels based on their complexity.

Level 1 (L1) bypasses EDF and is based on theipcti
of a special SAZ associated with the physical space
directly in front of TM’'s display. Using two clustein a
one-dimensional space gives us the effect of aptada
threshold that moves to separate the natural brieaktse
data. Thus the authors do not have to pick fixedstholds
at design time without knowledge of what data tistemm
is likely to see. Clearly, this classification adsni
descriptions of the L1 state of the form “The spkebne
is active.”

Level 2 (L2) builds explanations of the living spa
using global EDF. Global energy, density, and flave
independently clustered to produce three “high™low”
labels. There arg®=8 combinations for these labels — just



a few more than we intend to express. We groupdbelts
into five cases by merging combinations with hidbbal

flow, and treating the other combinations as détilwe

call the resulting case the L2 state. This aff@tdgements
like (in the case of high energy and high densttie

system thinks the house is active with all of thotivity

together” or (high flow) “The system thinks the Beuis
changing states.”

Level 3 (L3) incorporates the per-region EDF ahd t
time of day into a more complex model. Distinctrfréhe
other levels, the clustering process in L3 works ihigh-
dimensional space. Regional EDF contributes fifteen
dimensions, and the time of day two more. We bee t
sine and cosine (with a 24-hour period) of the klome
so that, geometrically, times that are close togretiuring
the day are close together in the clustering spdte.
randomly initialize and iteratively update 32 chrstin this
seventeen-dimensional space. The active clustealied
the L3 state. While this only affords statemeris fjin the
case that cluster-17 is active) “the house is iatest
seventeen,”
clusters can find their way to common activitiebaTis, it
is possible that the system could behave in a manne
consistent with statements like “The system canatelare
sitting down to watch our favorite television shbveut
only because it has a model of what regional ED¥kdo
like during the time of day that the particular shis being
watched. However, if no interesting patterns are
discovered, it should be easy for the audiencerite wff
the resulting behavior of the system as “just more
randomness” as opposed to “acting incorrectly” o
we risk them describingpo muchof the system’s behavior
as random).

L1, L2, and L3 are designed to support behavidh wi
different levels of complexity and ease-of-expléomat
from outside of the system. L1 updates quicklyasponse
to audience provocation in the special region émtfof the
display. L2 responds to global activity more slowly
Finally, L3 responds to recognized patterns onlgroxery
long periods of time (as cluster centers adapt)eséh
different levels of models each correspond to Eeltae
system has about its environment arising from aenal
method of perception.

Expression

The expression component of TM is significantly mor
direct than the interpretation component. Here w# w
describe how the space of L1, L2, and L3 states get
mapped to particular images. Figure 3 puts the &hol
expression component together in a single view.

The L1 state was the simplest model produced by the
interpretation process, and here we map it diretdlya
simple, visually prominent output. When the L1 stegads
high, TM goes into “interactive mode” where new gea
are selected very quickly, causing the displayatteffrom
one composition to the next after only about onepsé.
When the system is in “normal mode”, it selectseavn

mode (interactive/norm

generation (selectio|=0-|image|

color palet

emergent featur AS

MODEL OUTPUT

Figure 3: Expressing the state of the sy¢s beliefs.

composition about once every two minutes. We ghe t
system this behavior so it has a way to say, imalisn
language, “Yes, you are engaging me.” Here we have
mapped a simple belief to a simple output, tryingavoid
leaning on connotations that our alien might not
understand. We adopt this “impedance matching”isgcir

to (at least attempt to) avoid having the audielmeeome
disengaged because the system failed to conform to
expectations of complexity, as well as avoidingirgdtoo
much of the system’s potentially interesting intetption

we have designed the space so that thes from them.

TM’s L2 puts a basic requirement on the images
selected for display. For each of the five L2 ®ateur
mapping dictates that a specific design grammardeel to
generate the output image, prescribing a distinstal
style. Figure damples images from the five grammars.

Though we, as authors, have our own aesthetiomeas
for mapping certain L2 states to certain gramméns,
system is only aware that distinct L2 states apeesented
with distinct grammars. To attempt to embed any enor
meaning than our own weak connotation in the mappin
grammars would push on our impedance matching
heuristic because the system could be accused sifigu
words it does not understand.” The alien part & &P
context shines here because our alien is not dbligm be
faithful to any particular human interpretationtioé shapes
produced by each grammar.

The design grammar does not dictate the entire
appearance of the final images displayed. The ndisti
emergent visual properties of an image as well bgtw
color palette is used to embellish its design istiiled
directly by the L3 state of the system. In additionthe
visual style imposed by the grammar, the L3 state
prescribes the ° ‘coverage”, “balance”, and “concaidn”
of images. Coverage is the property of how much the
foreground covers the background. Balance describes
whether the foreground detail is left-heavy, rigbavy or
balanced. Concentration, similarly, describes wiethe
foreground detail was center-column-heavy, sidestols-
heavy, or not distinctly one way or the other. Ea€lthe
32 distinct possibilities for the L3 state is magpe the
presence or absence of three different visual feat(and
one of four color palette families).

The result of the expression process so far isaengrar
name, a set of visual features and a color palettng
with the update rate from L1). As implemented, thienly
one step away from the outputs dictated by the tagen
model. We turn these requirements into a concratge



using the generation component of TM. This imagenén
output on the display where the audience is free to
“decode” it. In the next section we will look ateth
generation component in more detail.

The expression component, as a whole, translates a

simple set of beliefs into an alien (but presumaiaytially
understandable) language. Where possible, we dasbign
the expression component so that association batwee
human-level activities and system’s behavior iszjuz

enough for randomness to wash away any “mistakes.”

Recall that we aim to support and engage the acdign
meaning-making, not to have the system declareits
interpretation of the environment to be absolutihtr

Generation

For the system to support any meaning-making affal
must display images that are at least engaginggimeom
spark investigation, and the properties controligdhe L2
and L3 states must be distinct enough that theeaadi
notices the distinctions and can begin interpretimgm.
These constraints, intersected with the authorstha¢ic
motivation to match the style of our human-designed
prototype images, set high expectations for theegion
component.

In an idealized world, we would have a simple rodth
to directly synthesize an image each time the gyste
wanted to express its many states. After explootiger
avenues, we settled on a powerful and unintentipnal
general generate-and-test method for achieving our
combined goals. The “generate” part uses desigmmiEs
to over-produce a space of images that includesethree
are looking for as well as many others. The “tgstit uses
basic image processing to assign labels to imadgssvie
can use to filter out only appropriate images. Take
together, these independently-tweakable parts ofsTM
generative component comprise a high-performance,
parameterized image synthesis process.

“Generate”

We generate images using context-free design
grammars. Specifically, we use Chris Coyne’s opmmee
CFDG package from http://contextfreeart.org/. tnfally,
design grammars in CFDG are sets of simple rules
describing how to draw shapes in terms of othepafia
Rules may be written in terms of primitive (termjna
shapes such as circles, squares, and trianglésyrits of
other rules, or even in terms of themselves indége of
recursive rules. Furthermore, several rules mayeshze
same name, indicating that there are several wagsaw
the named shape. This practice yields a non-detéstiai
grammar. This non-determinism, coupled with explgra
huge space of random seed values, is what givesths

NoCLusT

INNERCLUST

OUTERCLUST

Figure 4: Example images from tfive design grammars.

shapes, to mitigate complexity and enforce a common
visual motif. Each contains rules that describe aterall
placement of grammar-specific high-level shapesyel$

as the definition of those high-level shapes im&epf the
rules from a grammar called\& that describes the smaller
shapes common to all of our main grammars. Forityrev
we will admit only a brief description of each main
grammar (samples shown in Figure 4).

The simplest grammar, dCLUST (used for high-flow
L2), haphazardly scatters N& shapes, making use of
minute angular offsets and gross scaling to give a
disheveled look.

The condensed-looking grammars (used for highitens
L2), CurRVES and KINKS, are populated by worm-like
shapes composed of long chains ofyAshapes that flip
orientation and heavy-vs.-lightness along their gtan
according to an improvised, first-order Markov miode

The gaseous-looking (used for low-density L2)
grammars, OTERCLUST and NNERCLUST, are populated
by composite clusters. InU@ERCLUST, clusters are made
by growing a seed shape and surrounding it withllsma
similar shapes of the same color, creating a bogbli
silhouette of familiar primitives. Alternatively, ni
INNERCLUST, clusters are created by nesting shapes of
differing color at increasingly smaller scales dgsiof an
outer shape.

Each grammar describes images that are quitenclisti
from other grammars; however, within each gramrhare
is still an effectively infinite space of variationThe

immense space of images that we select from in the arrangement of shapes in a final image is the tesul

generation component.
The main design grammars are built using a stdck o
grammars, comprising a shared library of TM-specifi

sampling from the generative space of a design igram
using a specific seed value for the internal, ramded
rule selection processes.



The rendering system for our design grammars is
capable of producing high-quality, full-screen iraagn a
vector (shape-based) image format. While we uss thi
format for display, we will see that we will have t
generate raster (pixel-based) versions of the cesitipos
to support automated analysis of their contenhan ‘“test”
process.

“Test”

Recall that the expression component mapped the L3
state to distinct visual properties of images, joet to the
name of the grammar that generated it. In orderttier
system to have a better idea of what the compasitio
generates “look like”, we pass low-resolution, east
images to an image analysis program. This progoks
only at very basic properties of a foreground-backgd
map (independent of intensity). This process resiit
numerical assignments for the three visual features
mentioned in the expression component (coverage,
balance, and concentration). These values are in a
continuous space, so we chose a working threshiald v
inspection and used it to assign categorical lafmelgach
feature.

A pixel-level analysis of the images is importaatause
many visual properties are not obvious from a sHapel
description of an image. For instance, an imagé it
single large shape obscuring many small ones apear
be a very simple composition at the pixel levelywbeer
the shape-level description would suggest a comgsut.
Alternatively, if all of the shapes in an image pap to
cluster together on the left half of the image, Wewer
may perceive a distinct imbalance that is, agaiot n
obvious at the shape-level.

Time-Space Tradeoff

When given enough time, our generate-and-test psoce
can produce an image suitable for expressing atg #he
system is in. However, by design, TM is a soft Hteak
system that depends on meeting deadlines to supipert
human interaction. Because of this constraint, h@se to
run the generate-and-test process off-line and dhee
results.

Because the soft real-time parts of the systeny onl
require that an image be produced with a set of
requirements (coming from a finite space), we cae p
compute a large set of images for use in each state
system could be in. In practice, this meant samgpdibout
26,000 images from each of the five main gramnysfter
analysis, the bulky raster version of each images wa
thrown away. We saved a compressed version ofabtor
source for images along with the result of analysisa
database and used this database in a read-onlyeméom
live installations. In this way, the deployed systaeed
not include the ability to sample from a grammar or
analyze images, greatly simplifying the softwarpeas of
our live installation.

Clearly, in terms of the visual output of the syst
whether the generation process occurred in the fmmme
the studio before installation is not importante(fprocess
does not learn from experience). In either casdalde
images are produced. In terms of the interactieraaof
the output, our choice was critical, as, for a gieet of
requirements on an image, it may have taken hofirs o
search to find a suitable image in the generatpaes of a
design grammar.

Finally, to make our “lookup table” more effectjwee
restricted the generate-and-test process to grigysnages
and left the final application of color palettes (a
computationally simple process) to the on-line mdrthe
system. In this way, our database-driven imagehsgis
process could use any of over 2,000,000 uniquehlyig
detailed compositions when synthesizing a condretge
from abstract requirements (with only about 50,0068ges
shown over the lifetime of a TM installation, magiing
unobserved). Figure 5 shows a final, colored coiitipos

Figure 5: A large composition from thOUTERCLUST desigt
grammar, olored for final display.

Discussion

We have seen the detailed design of TM, from injideo
streaming from cameras in a living space to a shipot
fading, detailed image sequence at its output. M@wcan
move to a higher level of discussion and look at ou
original goals, implications for APs, and creative
intelligent systems in general.

Goals

First, we set out to produce a real, working systéhe
complete TM has been installed and evaluated ingisohm
these installations hundreds of images were prigted
tens of them annotated with the audience member’s
thoughts. TM has also been on (interactive) dispiathe
Beall Center for Art and Technology at University o
California, Irvine where it was warmly received aftists
as well as the general public.

Towards our goal of understanding the design Hidiky
afforded by the non-anthropomorphic focus of APg w
found the “alien” metaphor quite powerful in thesim



evolution of our system. After much debate abouv ho
use connotation in the expression component of Wel,
realized that an alien need not understand theatations
we were trying to embed. This allowed us to focus o
simply illustrating distinctions with distinct ouis,
instead of leaning on a model of human emotional
response (or the authors’ approximation to that et)od
The focus on our alien’s body and its visual inuid
output organs (cameras and display) allowed ugdestep
hard problems in natural language processing, gptin
instead for a greatly simplified alien languagendly,
designing TM as an AP allowed us to focus on the
intelligent agent model, guiding us to view theteys as
choosing actions in response to its model of the
environment (affording more structure and meanimant
viewing it as a plain generative system would pileyi

In the realm of human-computer interaction ourlgoa
was to understand how TM engages human meaning-
making in a long-term interaction. In order to exé this
qguestion, TM was installed in three homes in thiams,
Georgia area for a period of six to eight weekschEa
household contained a nuclear family, with bothepts
and children, along with pets. At the beginning,ilevh
participants were confused and a bit confounded Mis
display and behavior, they regarded it as a curatifact.

As time progressed, participants began to notierads in
the images produced, noting “morning” images and
“afternoon” images. Participants found many of ithages
aesthetically pleasing, and used statements lilee"rand
“pretty” to describe images that they chose to tprin
Participants were sensitive to the design grammars
describingNoCLUST as “busy” and “blocky,” ORVES as
“like caterpillars” or like “a rosary,” (some curse
terminate in crosses giving them a rosary like coation),
and QUTERCLUST as “like bubbles.” The visual aesthetic
was understood and well received by study partitgpa
and many participants formed interesting long-term
interpretations of the system’s behavior in termhgheir
own behavior.

Finally, in our generative art goals of ensurirtatt
images are aesthetically valuable and relevant hie t
situation, as shaped by the authors’ vision, we firat TM
meets with mixed success. The generative spaceagas
we define for TM is quite large, and easy to sanipen.
However, getting the images we would like in a #ixec
scenario was difficult. Our choice of context-frdesign
grammars gave us fine, expressive control of pitesdr
local structures in the image (such as how a skagieg,
rotation, position in relation to other shapes iohain, or
how intricate arrangements of small shapes forrmgles
larger shape). However, we had no control over gardr
global structures in the images (such as the actitle
arrangement of shapes into larger, recognizabletstres,
the overlapping of independent shapes, or crowdingn
image’s border). We addressed this lack of gloloatrol
with the image analysis process, allowing us toaieg
control over some emergent properties of imagethut
complicating the design grammars at all). For timepke

properties we implemented in our image analysic¢ss,
the (offline) generate and test loop was ablertd fimages
with the appropriate emergent properties. Howeifexe

were to instruct the analysis process to look facimmore
specific emergent properties (say, accidental gearents
of shapes that looked like “human faces” or “safeitys”,

properties that study participants found quite etive) we
might have to exponentially increase the numbemafges
we search before finding a suitable image.

Alien Presence

With an eye toward AP in general, the interpretatind
expression components of TM have some reusabls. part
TM used online clustering to map the continuouscepat
EDF into a finite set of easily described modets.other
AP systems, we may not be working in a space whkéxe
makes sense, but in its place would likely be asoth
continuous proxy measure for interesting properniethe
environment. Online clustering could, again, beduse
produce simple labels, relevant to the entire histaf the
input parameters, which are readily mapped to esgioa
pathways of similar complexity. Next, TM built itaitput
image by selecting randomly from a pool of imagethw
known-to-be-appropriate visual features. The paldic
design grammar basis for “generation” and image
processing “test” factors, again, may not be appatg in
the context of a different AP. However, the moveuse
random selection from a set of options that satiefyuired
constraints is quite general. Systems designed thith
pattern may be made to produce quite complex and
expressive outputs.

Machine Creativity

With so much AP-focused discussion in this paper,
should return to the discussion of machine crestignd
take a creative intelligent systems view of TM lrefove
close.

TM addresses the search for novelty in two wayst,F
in the adaptive interpretation, the system looks rfew
statistically significant, patterns in the datathsy arise
(though patterns are described in mostly low-dirceres
spaces). Next, in the generative component, we atipp
novelty in the system’s output by generating sudhrge
space of images that no repetition of images wasrved
in long-term installations. This may seem like @p¢ing
to get through on a technicality (trivial noveltyjowever,
we expect the audience to complain about a lack of
conceptual novelty due to a small number of design
grammars long before they complain of images répgat

The search for value is addressed in a similarnan
In combined analysis and selection process, théesys
does a significant amount of work to find, from thege
space of compositions we consider, only those imalget
posses certain visual features relevant to theatsitu at
hand. This could be thought of as a notion of va&lative
to the system’s intention to express its curreatestWhile
the processes that implement this idea are tedhnica



disjoint, the system is always able to find thedkai image
it needs, and does this under time constraintst,Niexthe
a priori selection of the space of compositions, the asthor
embed a static view of their aesthetic sense. Tiieoas’
search through the space of interesting design s
was an intense, human creative process. Nonethehess
system was able to wield the results of this searehway
that retained the original value found by the argho

If we were to look into the code defining TM'’s lzefior,
we would not find any answers to general questides
“What should a creative system do?” but the system’
successful development and installations do indi¢hat
an AP can successfully embody and dramatically gynpl
the authors’ guess at “What might an artistic, raligher,
sharing our home do?”

Future Work

The success of a large system like TM bodes well fo
favorable exploration of related ideas. Here we @aler a
few new research directions which directly build @f our
experience with TM.

First, a continued investigation of designing lwe tAP
context is warranted. An alien can behave intetitye
without having to overcome any number of Al-comelet
problems. Future APs may forgo TM’s camera andlaisp
system in place of microphones and speakers, or eer
alien senses such as sonar and infrared vision.aéRsry
different spatial and temporal scales could be anepl as
well — towards the scale of neighborhoods or jusingle
desktop, and a few days to a few years.

Next, to improve upon the “over-produce, thenefilt
synthesis method used in our system, future wodulsh
explore analysis of partially produced artifactsaasieans
for guiding the design grammar sampling processe Th
generation process in TM searched through the géwer
space of the design grammars by trying a large eurab
random seeds sequentially. We can imagine a systatn
instead, attempts to search the “most promisingasrof
the space first, detecting the emergence of glphtkerns
before they have fully formed, eschewing otherwise
fruitless computation.

Finally, the design of TM addressed key issueshin
discussion of machine creativity in a rather aacide
manner. Instead of addressing some necessary icorgdit
for creativity (“treating the symptoms”), future vikocould
adopt a particular theory that provides sufficiemnditions
for creativity and directly implement these. Ths no
trivial task; however, being able to choose thetipalar
domain for an AP designed with this intent does entide
endeavor more approachable.

Conclusion

We have presented the detailed design Tableau
Machine the first alien artist in the home. We showed how
TM builds models of its environment to varying levef

complexity and expresses these models in a lomg-ter
interaction with a human audience using the relevan
output of a prolific generative art system.

We have also tackled the problem of constraineaigen
generation in a concrete setting, addressing buatthoaal
intent as well as soft real-time constraints. Tokitfon in
TM uses an internal analysis process to form a ifivien
understanding of what the compositions it displéyesk
like, and uses this understanding to make decisatrusit
its output.

We hope our experience with TM stimulates further
exploration of the space of generative art systeinad
interact with their environment over extended pesiof
time.
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